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#1 : UNDERGRADUATE CLASSICAL MECHANICS

PROBLEM: Two material points P1 and P2 with mass m1 and m2, respec-
tively, are allowed to slide, without friction, in a vertical plane along the y
axis of a reference frame (O;x, y) fixed with respect to the ground. The y
axis is oriented towards the ground. The point P1 is attached to the origin
by a (massless) spring with elastic constant k1 > 0, and P2 is attached to P1

by a (massless) spring with elastic constant k2 > 0.

3 pt (a) Determine the Lagrangian of the system.

3 pt (b) Determine the Lagrange equations of motion.

4pt (c) Find the equilibrium positions (fixed points) of the system and de-
termine if they are stable or not.

SOLUTION:

Let us call y1 and y2 the ordinates of the two points, respectively. The
kinetic energy is then:

T =
1

2
m1ẏ

2
1 +

1

2
m2ẏ

2
2,

while the potential energy due to gravity and elastic forces is (g is the
acceleration of gravity):

V = −m1gy1 −m2gy2 +
1

2
k1y

2
1 +

1

2
k2(y2 − y1)2.

The Lagrangian is then

L(y1, ẏ1, y2, ẏ2) =
1

2
m1ẏ

2
1 +

1

2
m2ẏ

2
2 +m1gy1 +m2gy2 −

1

2
k1y

2
1 −

1

2
k2(y2 − y1)2

The Lagrange equations of motion are

d

dt

∂L

∂ẏ1
− ∂L

∂y1
= 0,

d

dt

∂L

∂ẏ2
− ∂L

∂y2
= 0,
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or
m1ÿ1 = m1g − k1y1 + k2(y2 − y1),

m2ÿ2 = m2g − k2(y2 − y1),

The fixed points correspond to those positions that render the derivative
of the potential energy zero:

∂V

∂y1
= 0 = −m1g + k1y1 − k2(y2 − y1),

∂V

∂y2
= 0 = −m2g + k2(y2 − y1).

Therefore we find the fixed point of the system:

y1 =
(m1 +m2)g

k1
; y2 =

(m1 +m2)g

k1
+
m2g

k2
.

To determine whether this fixed point is stable or not we need to determine
the Hessian of the potential energy V:

H(V (y1, y2)) =

[
k1 + k2 −k2
−k2 k2

]
Since the trace of the Hessian is positive (Tr(H) = k1 + 2k2) and its deter-
minant is positive (det(H) = k1k2) then the equilibrium position is stable.
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#2 : GRADUATE CLASSICAL MECHANICS

PROBLEM:

Consider the following Hamiltonian

H(q, p) = −p sin(2q),

with p the momentum, and q the generalized coordinate.

Apply the following canonical transformation

P = −2
√
p sin q; Q =

√
p cos q

to the above Hamiltonian.

5 pt (a) Solve the Hamilton equations of motion of the transformed Hamil-
tonian.

5 pt (b) Determine the generating function in the form F = F (q, P ).

SOLUTION:

From the canonical transformation we easily find that the new Hamilto-
nian K(Q,P ) = PQ. Therefore, the new Hamilton equations of motion
are:

Ṗ = −P ; Q̇ = Q.

From Ṗ + P = 0 we get the solution

P (t) = Ae−t+α,

while from Q̇−Q = 0 we get

Q(t) = Bet+β,

with A,B, α, β constants determined by the initial conditions.

Since we are looking for a generating function of the transformation of the
form F = F (q, P ) we get:

p =
P 2

4 sin2 q
=
∂F

∂q
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and
Q = −P cos q

2 sin q
=
∂F

∂P
.

Therefore, we get

F (q, P ) = −P
2 cos q

4 sin q
.
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#3 : GRADUATE CLASSICAL MECHANICS

PROBLEM:

A uniform string , with mass per unit length ρ and fixed length, hangs
in uniform gravity g between two identical posts located at x = −D and
x = D respectively. The string hangs down to (x, y) = (0, 0).

x
0

y

D-D

5 pt (a)Use the Calculus of Variations and Lagrangian mechanics (and in
particular, constants of the motion) to find a first-order differential equa-
tion for the equilibrium shape y(x) of the string.

3 pt (b)Show by substitution that your ODE is satisfied by y(x) = αcosh(x/α)−
α (the Catenary equation), where α > 0 is a parameter related to the other
parameters in your ODE; and find this relation.

2 pt (c)Find the length of the string in terms of α and D.

SOLUTION:

(a) The equilibrium is a state of minimum potential energy subject to the
constraint that the end locations and the length L are fixed. Therefore
we minimize the functional A[y] = E[y] + λL[y] where λ is a Lagrange
multiplier, E[y] is the string potential energy and L[y] is the string length,
each given by
E =

∫ D
−D dx

√
1 + ẏ2(ρgy) and L =

∫ D
−D dx

√
1 + ẏ2 where ẏ = dy/dx.

Thus, we minimize an “action” A =
∫
dx
√

1 + ẏ2(ρgy + λ)and we can
identify the “Lagrangian” as

L =
√

1 + ẏ2(ρgy + λ).

One could apply the Euler-Lagrange equations to this Lagrangian, but that
would result in a (complicated) second-order ODE for y. Instead, note
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that this Lagrangian is independent of the “time” x so the energy E is con-
served, where E = pẏ − L. The momentum p is

p = ∂L /∂ẏ = (ρgy + λ)ẏ/
√

1 + ẏ2.

Therefore,

E =
(ρgy + λ)ẏ2√

1 + ẏ2
−
√

1 + ẏ2(ρgy + λ) = −(ρgy + λ)√
1 + ẏ2

= constant.

Physically, the constant E is the x−component of the string tension force.

This is the first order ODE. It can be rewritten as

1 + ẏ2 =
(ρgy + λ)2

E2
.

The constant E can be replaced by λ since ẏ = 0 at y = 0.

(b) To find the relation between α and these parameters, substitute y(x) =
αcosh(x/α)− α into the ODE, noting that ẏ = sinh(x/α), so we have

1 + sinh2 =
(λ− ρgα + ρgα cosh)2

λ2
.

Without doing any hard algebra, note that there is only one possible way to
make this work, and that is if λ = ρgα. In that case the equation simplifies
to 1 + sinh2 = cosh2, which is of course true. Therefore α = λ/ρg.

(c)The length of the string is given by L =
∫ D
−D dx

√
1 + ẏ2 . Again substi-

tuting in the solution for y yields

L = 2

∫ D

0

dx cosh(x/α) = 2αsinh(D/α).
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#4 : UNDERGRADUATE CLASSICAL ELECTRODYNAMICS

PROBLEM:

A cylindrical shell of charge, with its central axis along the ẑ axis, has finite
length 2L extending from z = −L to z = L. The shell has a uniform surface
charge density σ with cylindrical radius R.

z

R2L 𝜎

5 pt (a) Find the electric field along the ẑ axis directly by integrating over
the charge distribution for the cases z > L and for 0 < z < L.

3 pt(b)Check that your answer reduces to the expected result ~E(z) = 1
4πε0

QTOT

z2
ẑ,

where QTOT is the total charge on the shell, in the limit z � L,R.

2 pt (c)Find ~E at the origin r = z = 0.

SOLUTION:

(a)

Ez(z) =
1

4πε0

∫
σ(~r′)da′

|~r − ~r′|2
cosα

Ez(z) =
1

4πε0
σ(2πR)

∫ L

−L
dz′

(z − z′)
[(z − z′)2 +R2]3/2

where
~r = (0, 0, z)

~r′ = (R, 0, z′)

|~r − ~r′| =
[
(z − z′)2 +R2

]1/2
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cosα =
(~r − ~r′) · ~z
|~r − ~r′|z

=
(z − z′)
|~r − ~r′|

Notice that cosα changes sign at z = z′, so for 0 < z < L,
∫ L
z

contributes
in −ẑ direction while

∫ z
−L contributes in +ẑ direction. For z > L, the entire

integration
∫ L
−L contributes in the +ẑ direction.

Ez(z) =
1

4πε0
σ(2πR)

[
1

[(z − z′)2 +R2]1/2

] ∣∣∣∣∣
L

−L

z > L

Ez(z) =
1

4πε0
σ(2πR)

(
1

[(z − L)2 +R2]1/2
− 1

[(z + L)2 +R2]1/2

)

0 < z < L

Ez(z) =
1

4πε0
σ(2πR)

(
1

[(L− z)2 +R2]1/2
− 1

[(z + L)2 +R2]1/2

)

(b) Check that z > L result reduces correctly in limit z >> L,R.

QTOT = σ(2πR)(2L)

Ez(z) =
1

4πε0

σ(2πR)

z

 1[(
1− L

z

)2
+
(
R
z

)2]1/2 − 1[(
1 + L

z

)2
+
(
R
z

)2]1/2


Ez(z) =
1

4πε0

σ(2πR)

z

 1[(
1− 2L

z
+ (R2+L2)

z2

)]1/2 − 1[(
1 + 2L

z
+ (R2+L2)

z2

)]1/2


Ez(z) =
1

4πε0

σ(2πR)

z

((
1 +

L

z
+ O

(
1

z2

))
−
(

1− L

z
+ O

(
1

z2

)))
=

1

4πε0

σ(2πR)(2L)

z2
+ · · · = 1

4πε0

QTOT

z2
+ · · ·
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(c) Find ~E at r = z = 0: Ex = Ey = 0 by symmetry. Ez is also zero by
symmetry. This can also be shown by taking z → 0 limit of the 0 < z < L
result.

Ez(0) =
1

4πε0
σ(2πR)

(
1

[L2 +R2]1/2
− 1

[L2 +R2]1/2

)
= 0

This answer makes sense since the two halves of the charged cylindrical
shell contribute equally and oppositely to Ez(0). Thus, Ez(−z) = −Ez(z).
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#5 : GRADUATE CLASSICAL ELECTRODYNAMICS

PROBLEM:

A voltage difference V0 drives a steady current from one perfect conductor
to another through an Ohmic medium of conductivity σ whose shape is
depicted in the Figure. A small hemispherical bump (radius a) in the bot-
tom conductor perturbs the simple uniform current flow that would exist
in the absence of the bump (i.e., in a slab of the uniform thickness d).

10 pt Calculate the corresponding change in the effective conductance 1/R
of the medium assuming d� a.

Hint: Find how the presence of the bump modifies the total Joule heating

P =

∫
d3r(j · E) ≡ V 2

0

R
.

I

SOLUTION: We take the center of the bump as the origin of the coordinates
with the z-axis pointing up. The field E = −∇ϕ can be found from the
potential ϕ. Since the field is related to the current via Ohm’s law j = σE,
the potential must satisfy the Laplace equation

∇2ϕ = −∇ · E = −σ∇ · j = 0 .

The potential must also obey the boundary conditions (BC) shown in the
Figure. To make the problem more familiar we extend ϕ to negative z by
the relation ϕ(z) ≡ −ϕ(−z), −d < z < 0, so that the BC at z = 0 is auto-
matically satisfied. We arrive at the electrostatic problem of a conducting
sphere positioned inside a parallel-plate capacitor with plates at z = ±d
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maintained at fixed potentials ϕ = ±V0. When d � a, this problem is
equivalent to that of a sphere subject to the uniform field E0ẑ,

E0 =
V0
d
.

The solution is well known:

ϕ = −E0z + E0a
3 z

r3
.

Calculating the gradient, we find the electric field components

Er = E0 cos θ

(
1 + 2

a3

r3

)
, Eθ = E0 sin θ

(
−1 +

a3

r3

)
,

and the square of the field,

E2 = E2
0

[
cos2 θ

(
1 + 2

a3

r3

)2

+ sin2 θ

(
−1 +

a3

r3

)2
]
.

The angular average of the latter quantity is

〈E2〉 =

π/2∫
0

sin θdθE2 = E2
0

[
1

3

(
2
a3

r3
+ 1

)2

+
2

3

(
a3

r3
− 1

)2
]

= E2
0

(
1 +

2a6

r6

)
.

This result is valid for a < r � d. At r < a, inside the bump, the field is
zero. The excess Joule heating caused by the bump is

∆P = σ

∫
d3r(E2−E2

0) = 2πσE2
0

a∫
0

drr2(−1)+2πσE2
0

∞∫
a

drr2
2a6

r6
=

2π

3
σE2

0a
3 .

Therefore,

∆

(
1

R

)
=

∆P

V 2
0

=
2π

3

σa3

d2
.
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#6 : GRADUATE CLASSICAL ELECTRODYNAMICS

PROBLEM: Two airplanes are flying at a distance d apart at a height h above
a plane water surface. One sends radio signals to the other, both sending
and receiving antennas being vertical wires of length much shorter than
the radio wavelength λ.

5 pt a) Show that the Fresnel reflection coefficient of a p-polarized plane
wave at the air-water interface is

ε1 cos θ0 − ε0
√

ε1
ε0
− sin2 θ0

ε1 cos θ0 + ε0

√
ε1
ε0
− sin2 θ0

,

where ε1, ε0 are the permittivities of water and air and θ0 is the angle of
incidence.

5 pt b) Find the ratio of intensity of the signal received by water reflection
to that of the direct signal, assuming d� λ , h� λ.

SOLUTION: a. In a p-polarized wave the incident EI , the reflected ER, and
the transmitted ET electric field amplitudes are all parallel to the plane
of incidence. The magnetic field amplitudes Hi’s are related to the corre-
sponding Ei’s via the impedance factors Zi:

ZiHi = k̂i × Ei , Zi =

√
µi
εi
.

The angle of incidence θ0 and the angle of refraction θ1 are linked by the
Snell law, √

µ0ε0 sin θ0 =
√
µ1ε1 sin θ1 .

The matching conditions for the total E- and H-fields give

EI cos θ0 − ER cos θ0 = ET cos θ1 , HI +HR = HT .

The second equation entails

Z2(EI + ER) = Z1ET .
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It follows that the reflection coefficient is

rp ≡
ER
EI

=
Z0 cos θ0 − Z1 cos θ1
Z0 cos θ0 + Z1 cos θ1

.

In the present case µ1 = µ0, and so we arrive at the desired formula:

rp =
ε1 cos θ0 − ε0

√
ε1
ε0
− sin2 θ0

ε1 cos θ0 + ε0

√
ε1
ε0
− sin2 θ0

.

b. We treat the sending antenna as a dipole which is polarized in the ẑ-
direction and has the radiation pattern

E = −A
r
eikr−iωt r̂× (r̂× ẑ) , A = const .

The receiving antenna responds to the ẑ component of the field,

Ez = E · ẑ =
A

r
eikr−iωt |r̂× ẑ|2.

This formula gives the “direct” signal

|Edir
z | =

|A|
d

upon substitution r → x̂d, the vector from the sender to the receiver. To
compute the signal due to reflection off water we employ the method of
images. Namely, we set r → x̂d + ẑ · 2h, the vector from the position of
the image (which is distance h under water) to the receiver. Additionally,
we multiply E by the reflection coefficient rp at the air-water interface. We
can use the Fresnel formula for the p-polarization because the relevant (ẑ)
component of the field is in the incidence plane, i.e., the plane defined by
the propagation wavevector k = r̂k and the interface normal ẑ. The angle
of incidence θ0 is the angle between the unit vectors r̂ and ẑ:

sin θ0 = |r̂× ẑ| =
√

d2

d2 + 4h2
.
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Since r = d/ sin θ, the “reflected” signal is |Eref
z | = |(A/d)rp| sin3 θ0. The

ratio of the intensities of the two signals is

∣∣∣∣Eref
z

Edir
z

∣∣∣∣2 = |rp|2 sin6 θ0 =

∣∣∣∣∣∣
2h ε1

ε0
−
√

ε1
ε0

(d2 + 4h2)− d2

2h ε1
ε0

+
√

ε1
ε0

(d2 + 4h2)− d2

∣∣∣∣∣∣
2(

d2

d2 + 4h2

)3

.
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#7 : GRADUATE MATHEMATICS AND GENERAL PHYSICS

PROBLEM:

3 pt a) Consider the integral (x positive)

I(x) =

∫ ∞
0

e−xt−
1
t dt .

Find its dominant asymptotic behavior as x→∞.

3 pt b) Find the first dominant term in the asymptotic expansion of I(x) as
x→ 0.

4 pt c)The differential equation satisfied by F (x) ≡ x1/2I(x) is:

[
x2

d2

dx2
+ x

d

dx
−
(

1

4
+ x

)]
F (x) = 0 .

Perform a local analysis as

i) x→ 0 and

ii) x→∞

of this differential equation , and use the results to obtain the asymptotic
behaviors of I(x).

SOLUTION:

(a) The asymptotic behavior is obtained by the Laplace method. The inte-
gral has a moving maximum that scales as 1/

√
x. Defining t ≡ u/

√
x, the

integral becomes

I(x) =

∫ ∞
0

e−
√
x(u+1/u) du√

x
.

The argument of the exponential has a maximum at u = 1, with second
derivative at that point equal to −2. The final result is then

I(x) ∼
√
π

x3/4
e−2
√
x .
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(b) The integral for x = 0 diverges at infinity. The asymptotic behavior can
be obtained integrating by parts. We write e−xt = − 1

x
de−xt

dt
and integrate

by parts to obtain

I(x) =
1

x

∫ ∞
0

e−tx−1/t
1

t2
dt ,

where we can now safely put x = 0 to obtain I(x) ∼ 1/x as x→ 0.

(c) Let us consider first x → 0. Inserting F (x) ∼ xγ into the equation for
F (x), we obtain

(
γ (γ − 1) + γ − 1

4

)
xγ ' 0, where we have neglected the

subdominant term −xγ+1. It follows that γ2 = 1/4 and the most singular
term is γ = −1/2. Since F (x) = x1/2I(x) ∼ x−1/2 we obtain again I(x) ∼
1/x.

For the behavior at infinity, we make the transformation F (x) = e−S(x),
which gives the equation for S :

x2
(
S ′2 − S ′′

)
− xS ′ −

(
1

4
+ x

)
= 0 . (1)

Assuming S ′2 � S ′′ (which is then verified self-consistently) and applying
dominant-balance arguments, we see that x2S ′2 ∼ x, which gives S ′ ∼
1/
√
x (the negative sign is not acceptable as the solution would blow up at

infinity). This gives S ∼ 2
√
x, which is the same exponential factor found

in question (1). It is verified that indeed S ′2 � S ′′ and xS ′ � x2S ′2.

To find the next subdominant terms, we write S ∼ 2
√
x+ S1(x) and insert

this expression into Eq. (1), which yields:

2x3/2S ′1 +
1

2
x1/2 − x1/2 − 1

4
= 0 .

The last term is obviously subdominant, so that S ′1 ' 1
4x

, i.e. S1 ' 1
4

lnx.
CombiningF (x) = x1/2I(x) andF (x) = e−S(x), we obtain I(x) ∼ e−2

√
xx−3/4,

in agreement with question (1).

By writing S(x) ∼ 2
√
x + 1

4
lnx + S2(x), one can verify that S2(x) is a

constant (which cannot be fixed by local analysis as the original equation
is linear).
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#8 : GRADUATE MATHEMATICS AND GENERAL PHYSICS

PROBLEM:

Consider the ordinary differential equation

d2z(t)

dt2
+ z(t)− ε

[
dz

dt
− 1

3

(
dz

dt

)3
]

= 0 , (1)

where ε is a positive constant. This is known as Rayleigh nonlinear oscil-
lator.

Using the transformation w = dz
dt

the Rayleigh oscillator is converted into
the van der Pol oscillator

d2w(t)

dt2
+ w(t)− ε

(
1− w2

) dw
dt

= 0 . (2)

3 pt a) Show that the origin
(
w, dw

dt

)
= (0, 0) is an unstable fixed point of

Eq. (2).

7 pt b) For the sake of the following calculations, we shall find it conve-
nient to use Eq. (1). We consider it in the limit of small ε and use multiple-
scale analysis to find the approach of the solution to its limit cycle. The
slow time scale τ ≡ εt and the solution is sought as Z0(t, τ)+εZ1(t, τ)+ . . ..
Apply multiple-scale analysis at the first order in ε and write the solu-
tion z(t) at that order for the initial conditions z(0) = 2γ (with γ > 1)
and dz/dt(0) = 0. It will be convenient to write Z0(t, τ) as Z0(t, τ) =
2A(τ) cos (t+ φ(τ)) = A(τ)

[
ei(t+φ(τ)) + e−i(t+φ(τ))

]
, with the equations for

the amplitude A(τ) and the phase φ(τ) to be determined. Identify period
and amplitude of the asymptotic limit cycle.

SOLUTION:

(a) The linearized stability equations are

dw

dt
= ẇ ;

dẇ

dt
= −w + εẇ .

The eigenvalues are ε±
√
ε2−4
2

. Both of them have their real part positive for
any ε > 0.
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(b) By using the multiple-scales method, we have ∂t 7→ ∂t+ ε∂τ and z(t) 7→
Z0(t, τ) + εZ1(t, τ) + . . ., which leads to the equations

d2Z0(t, τ)

dt2
+ Z0(t, τ) = 0 ; (3)

d2Z1(t, τ)

dt2
+ Z1(t, τ) = −2∂t∂τZ0 + ∂tZ0 −

1

3
(∂tZ0)

3 . (4)

at the orders ε0 and ε1. The general solution to the first equation is writ-
ten in the suggested form Z0(t, τ) = A(τ)

[
ei(t+φ(τ)) + e−i(t+φ(τ))

]
for future

convenience.

Let us now consider Eq. (4). To avoid resonances, the r.h.s. should be or-
thogonal to the elements in the kernel of the adjoint of the l.h.s., i.e. terms
proportional to eit and e−it should vanish. That leads to the equations

2
(
Ȧ(τ) + iA(τ)φ̇(τ)

)
− A(τ) + A3(τ) = 0 .

Separating real and imaginary parts, we obtain φ̇(τ) = 0 and 2Ȧ(τ) =

A(τ)−A3(τ), which is easily integrated to yield A(τ)√
A2−1 = Keτ/2, whereK is

a free constant to be fixed by the initial conditions and we have anticipated
that A2 > 1. Initial values impose K = γ/

√
γ2 − 1 and φ(τ) = φ(0) = 0,

which brings the final expression

z(t) ' 2γ cos (t)√
γ2 − e−εt (γ2 − 1)

,

where we have replaced τ = εt.

We conclude that the asymptotic limit cycle has period 2π and amplitude
2.
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#9 : UNDERGRADUATE MATHEMATICS AND GENERAL PHYSICS

PROBLEM:

The drag force on a sphere moving through a medium can take two forms
depending on how important viscosity is relative to the size and speed of
the object.

7 pt a) Ignoring gravity (e.g., horizontal motion, or space station), use di-
mensional and physical arguments to create two expressions for the drag
force: one that includes kinematic viscosity, ν (1.5 × 10−5 m2 s−1 for air),
and one that does not (inertial drag regime).

3 pt b) For modest, everyday speeds in air, how small is the sphere where
the regimes cross (are comparable)?

SOLUTION:

Relevant paramaters would be the radius and velocity of the sphere, R
and v, the density of the medium, ρ, and the viscosity (in one case), ν. One
may be tempted to include the mass (or density) of the sphere, but absent
gravity there are no forces—including buoyancy—acting on the sphere.
Furthermore, while the acceleration/deceleration of said object would de-
pend on its mass, the magnitude of the force is just an interaction of the
geometry pushing through the fluid, independent of what is within the
exterior surface.

Dimensionally, we aim for a force in Newtons, or kg m s−2. Density of
the medium should be important in both regimes, and in any case is the
only variable that contributes kilograms. When viscosity is important, pre-
sumably the drag force is proportional to some positive power, preferably
n = 1, of viscosity. Putting these two together, we find that we still need
m2 s−1 to form Newtons, which we get by multiplying radius and velocity
to form F = ρνRv. Note that we could also achive the correct units via
ρν2, or ρR2v2. We would expect any valid result to depend on the size and
speed of the object, so can reject the first of these. The second, however, is
interesting for the case where viscosity is not important.

So at a minimum, we have two possible regimes: F ∝ ρνRv, and F ∝
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ρR2v2. We might appreciate that the second form relates to disrupted ki-
netic energy in a tube of oncoming air (in the frame of the sphere): the
sphere sweeps up a cylindrical volume V = πR2v∆t in time ∆t so that
the kinetic energy per time interval is 1

2
ρV v2/∆t. This is power, which is

force times velocity. Thus after combining, F = 1
2
ρπR2v2. In practice, a

coefficient of drag is added to the expresion, which for a sphere is 0.3–0.5.

In its most simple form, ignoring numerical factors, we can ask where the
two drag regimes become comparable, when ρνRv = ρR2v2. The answer
is when Rv ≈ ν (same as saying Reynolds Number equals unity). Picking
a mundane speed of 1 m/s, we find a crossing when R = 15 µm—a small
grain of dust. At that size, perhaps our speed pick was ambitiously high;
0.1 m/s would allow a more typical large dust grain. As the size and speed
diminish, the R2v2 term vanishes so that viscosity dominates for the small
and slow.

Done correctly, Stokes drag is 6πρνRv and inertial drag is 1
2
ρcDAv

2, where
cD is the coefficient of drag and A is the cross-sectional area. For a sphere
having cD ∼ 0.4, we find the crossing atRv = 12ν/cD (or Reynolds number,
Rv/ν = 12/cD ∼ 30).
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#10 : UNDERGRADUATE QUANTUM MECHANICS

PROBLEM:

Consider a spinless particle of mass m moving nonrelativstically in one dimension
x under the influence of a δ-function potential

V (x) = −αδ(x),

where α > 0 has units of energy times length.

5 pt (a) Show that there is a single bound state, and find the energy E and wave-
function ψ(x) of this state.

5 pt (b) Find an approximate value Eapp for the bound state energy E using a vari-
ational wavefunction

ψb(x) = B cos(πx/(2b)),−b < x < b,

and ψb(x) = 0 otherwise.

(Hint: To obtain Eapp find the best value of the variational parameter b.)

SOLUTION:

(a) The energy eigenstates satisfy the 1-dimensional time-independent Shroedinger
equation

− ~2
2m

d2ψ
dx2
− αδ(x)ψ(x) = Eψ(x).

This equation can be solved by matching across the δ-function. For a bound state,
E < 0. Solutions for x 6= 0 therefore satisfy

− ~2
2m

d2ψ
dx2

= −|E|ψ(x),

which has exponential general solution ψ = Aekx + Be−kx where k =
√

2m|E|/~.
For a bound state we need ψ → 0 as x → ±∞. This implies ψ = Aekx, x < 0 and
ψ = Be−kx, x > 0. To find A, B and E, note that ψ must be continuous at x = 0
so A = B. Integrating the Schroedinger equation across x = 0 yields the second
condition:

− ~2
2m

dψ
dx
|x=0+

x=0− − αψ(0) = 0,

which then implies
2A~2k

2m
− Aα = 0.

Thus, k = mα/~2, so E = −mα2/2~2, and the wavefunction is

ψ = Ae−k|x|.
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The constant A can be obtained by normalization,
∫
|ψ|2dx = 1, implying A =

√
k.

(b) The constant B can be obtained by normalization,
∫
|ψ|2dx = 1, implying B =

1/
√
b. Then the energy is determined by minimizing

E =
〈
ψv
∣∣H∣∣ψv 〉 =

〈
ψv
∣∣− ~2

2m
d2

dx2
− αδ(x)

∣∣ψv 〉
with respect to b. Substituting for ψv and performing the integral yields

E = B2( ~2
2m

( π
2b

)2b− α) = ~2π2

8mb2
− α

b

Setting dE/db = 0 then yields
b = ~2π2

4mα

and using this above yields
Eapp = −2mα2

π2~2 .

As expected, this approximate energy is less negative than the exact ground state
energy given in (a) because 2/π2 = 0.203 < 1/2.
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#11 : GRADUATE QUANTUM MECHANICS

PROBLEM:

6 pt (a) Consider elastic scattering of two identical spinless non-relativistic fermions
where the potential for their relative coordinate is a hard-sphere potential, i.e.
V (~r) = ∞ for ~r < a, and V (~r) = 0 otherwise. Assuming that the energy of each
fermion is k2/2m in the center of mass frame, which angular momentum channel
contributes to the scattering cross-section at the leading order when ka� 1? What
is the scattering phase shift δ in this channel while still assuming ka� 1 ?

4 pt (b) Now, instead consider the elastic scattering of two identical spinless non-
relativistic bosons. Which angular momentum channel contributes to the scattering
cross-section at the leading order when ka� 1? What is the scattering phase shift
in this channel while still assuming ka� 1 ?

Hint:

As x → 0, the spherical Bessel functions behave as jl(x) ≈ xl/(2l + 1)!! while
nl(x) ≈ −(2l − 1)!!/xl+1.

SOLUTION:

(a) The wavefunction for the two fermions must be anti-symmeteric under ex-
change, therefore, the s-wave scattering amplitude is identically zero. Mathe-
matically, the wavefunction is proportional to Pl(cos(θ)) − Pl(− cos(θ)) = (1 −
(−1)l)Pl(cos(θ)), where θ is the scattering angle in the center of mass frame, and
Pl are Legendre polynomial. Therefore, the component of wavefunction for even
l vanishes identically. When ka � 1, the leading order non-zero contribution to
the cross-section therefore comes from angular momentum l = 1, i.e., p-wave scat-
tering. Recall that the partial-wave component of a scattering state in the l’th an-
gular momentum channel is proportional to (cos(δl)jl(kr)− sin(δl)nl(kr)). Since
the wavefunction must vanish at r = a, tan(δl) = jl(ka)/nl(ka). Expanding to the
leading order in ka,

tan(δl=1) = jl=1(ka)/nl=1(ka)

≈

ka

3
−1

(ka)2

= −(ka)3/3

⇒ δl=1 ≈ −(ka)3/3.
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Thus, to the leading order, the phase shift is −(ka)3/3.

(b) For bosons, the wavefunction is symmetric under exchange, and therefore, the
leading non-zero contribution comes from l = 0, i.e., s-wave scattering. Repeating
the same argument, to the leading order, the phase shift is δ0 ≈ jl=0(ka)/nl=0(ka) ≈
−ka.
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#12 : GRADUATE QUANTUM MECHANICS

PROBLEM:

An electron moves in the presence of a uniform magnetic field in the ẑ direction
( ~B = Bz ẑ).

3 pt (a) Evaluate [Πx,Πy], where Πx ≡ px − eAx

c
and Πy ≡ py − eAy

c
.

7 pt (b) By comparing the Hamiltonian and the commutation relation obtained in
(a) with those of the one-dimensional harmonic oscillator problem, show that one
can write the energy eigenvalues as

Ek,n =
~2k2

2m
+

(
|eBz|~
mc

)(
n+

1

2

)
,

where ~k is the continuous eigenvalue of the pz operator and n is a nonnegative
integer including zero.

SOLUTION:

(a)

[Πx,Πy] =

[
px −

eAx
c
, py −

eAy
c

]
= [px, py]−

e

c
[Ax, py]−

e

c
[px, Ay] +

e2

c2
[Ax, Ay]

= −e
c

[
Ax,

~
i

∂

∂y

]
− e

c

[
~
i

∂

∂x
,Ay

]
=
i~e
c

(
∂

∂x
Ay −

∂

∂y
Ax

)
=
i~e
c
Bz

Uniform field ~B implies that Bz is a constant, independent of position.

(b)

H =
1

2m

(
~p− e

c
~A
)2

=
1

2m
~Π2

For concreteness, one can choose ~A = 1
2
~B × ~r = 1

2
Bz (−y, x, 0), where Bz is a con-

stant, independent of position. Then, the Hamiltonian is

H =
1

2m
p2
z +

1

2m
Π2
x +

1

2m
Π2
y = − ~2

2m

∂2

∂z2 +
1

2m

(
Π2
x + Π2

y

)
where Πx and Πy satisfy the commutation relation in part (a), as well as [Πx,Πx] = 0
and [Πy,Πy] = 0. The part of the Hamiltonian 1

2m

(
Π2
x + Π2

y

)
can be transformed to
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the Hamiltonian of a one-dimensional harmonic oscillator ~ω
(
a†a+ 1

2

)
= 1

2m
P 2 +

1
2
mω2Q2, with [Q,P ] = i~ and a =

√
mω
2~

(
Q+ i P

mω

)
and a† =

√
mω
2~

(
Q− i P

mω

)
if one

performs a rescaling. The rescaling is Q ≡ |eBz |
c

Πx, P ≡ Πy, and ω ≡ |eBz |
mc

. Thus, the
Hamiltonian is

H = − ~2

2m

∂2

∂z2 +

(
|eBz|~
mc

)(
a†a+

1

2

)
with eigenvalues

Ek,n =
~2k2

2m
+

(
|eBz|~
mc

)(
n+

1

2

)
where ~k is the continuous eigenvalue of the pz operator and n = 0, 1, 2, · · · is the
eigenvalue of the number operator N = a†a.
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#13 : UNDERGRADUATE STATISTICAL MECHANICS

PROBLEM:

Consider a three-dimensional non-relativistic Fermi gas consisting of N spinless
particles with mass m in a volume V at temperature T .

3 pts (a) First, express the Fermi wave-vector kF in terms of N and V .

5 pts (b) Next, denoting the Fermi energy by εF (= k2
F/(2m)), assume that the tem-

perature dependence of the chemical potential µ is given by:

µ = εF −
b T 2

εF

where b is a constant. Using this expression, determine the entropy S via an ap-
propriate Maxwell relation. You may further assume that the entropy S vanishes
at N = 0.

2 pts (c) Using the entropy S obtained in part (b), calculate CV,N , the specific heat
at constant N, V .

SOLUTION:

(a) The total number of fermions are given by

N = V
(2π)3

∫
|~k|<kF

d3~k

= V
(2π)3

4
3
πk3

F

⇒ kF =
(
6π2N

V

)1/3

(b) From part (a), εF = k2
F/2m is independent of the temperature T . Since we are

given µ(T ), and we are interested in finding entropy S, via d(E − TS) = −SdT −
pdV + µdN , a useful Maxwell relation is − dS

dN

∣∣
T,V

= dµ
dT

∣∣
N,V

. Using this, one finds,
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− dS
dN

∣∣
T,V

= dµ
dT

∣∣
N,V

= −2bT
εF

= −4bTm
(

V
6π2N

)2/3

Integrating the above equation w.r.t. N , one obtains,

S = 12bTmN1/3
(
V

6π2

)2/3

where we have set the constant of integration to zero using the physical assump-
tion given in the problem that the entropy vanishes at N = 0.

(c) Using part (b), the specific heat CV,N = T dS
dT

∣∣
N,V

= 12bTmN1/3
(
V

6π2

)2/3.



CODE NUMBER: SCORE: 10

#14 : GRADUATE STATISTICAL MECHANICS

PROBLEM:

Consider the Ising model,

Ĥ = −J
∑
〈ij〉

Si Sj −H
∑
i

Si ,

where the individual spins range over the values Si ∈
{
− 3

2
, −1

2
, +1

2
, +3

2

}
. The

interactions are between all nearest neighbors on a regular lattice of coordination
number z, with J > 0. The total number of lattice sites is N .

2 pt( a) Writing m = 〈Si〉 as the uniform mean field value of the local magnetiza-
tion, derive the mean field Hamiltonian.

2 pt (b) Writing f = F/NzJ , θ = kBT/zJ and h = H/zJ , write the dimensionless
free energy per site, f(m, θ, h).

3 pt (c) Find the self-consistent mean field equation.

2 pt (d) Do you expect the zero field mean field transition to be first or second
order? Why?

1 pt (e) What is the mean field critical temperature θMF
c ?

SOLUTION:

(a) Writing Si = m+ (Si−m) and neglecting terms of order δSi δSj in Ĥ , we arrive
at

ĤMF = 1
2
NzJm2 − (H + zJm)

∑
i

Si .

(b) Taking the trace of exp(−ĤMF/kBT ) over the allowed values of Si and then the
logarithm, we obtain

f(m, θ, h) = 1
2
m2 − θ ln

[
2 cosh

(
m+ h

2θ

)
+ 2 cosh

(
3(m+ h)

2θ

)]
.

(c) The mean field equation is obtained by setting ∂f/∂m = 0. This gives

m =
sinh

(
m+h

2θ

)
+ 3 sinh

(
3(m+h)

2θ

)
2 cosh

(
m+h

2θ

)
+ 2 cosh

(
3(m+h)

2θ

) .
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(d) We expect a second order transition due to the Ising symmetry f(m, θ, h = 0) =
f(−m, θ, h = 0).

(e) The simplest way to determine the critical temperature is to expand the RHS of
the mean field equation at h = 0:

m =
m
2θ

+ 9m
2θ

+O(m3)

4 +O(m2)
=

5m

4θ
+O(m3) .

The critical temperature is identified by equating the slopes of the LHS and the
RHS. Therefore θMF

c = 5
4
. One can also go through the tedium of expanding f(m, θ, h),

obtaining

f = −θ ln 4− 5
4 θ
hm+ 1

2

(
1− 5

4θ

)
m2 + 17

192 θ3
m4 +O(m6, h2, hm3) .

Setting the coefficient of the term quadratic in m to zero yields the critical temper-
ature. Note that f(m, θ, h = 0) is an even function of m at fixed θ.
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#15 : GRADUATE STATISTICAL MECHANICS

PROBLEM:

Consider a monatomic gas ofN identical particles of massm in three space dimen-
sions. The Hamiltonian of each particle is

ĥ =
p2

2m
+ ĥel ,

where ĥel is an electronic Hamiltonian with (g+ 1) levels: a nondegenerate ground
state at energy ε0 = 0 and a g-fold degenerate excited state at energy ε1 = ∆.

4 pt (a) What is the single particle partition function ζ . Assume the system is
confined to a box of volume V .

3 pt (b) What is the Helmholtz free energy F (T, V,N)?

3 pt (c) What is the heat capacity at constant volume CV (T, V,N)?

SOLUTION:

(a) Integrating over momentum and summing over electronic states,

ζ(T, V ) =
V

λ3
T

(
1 + g e−∆/kBT

)
,

where λT =
√

2π~2/mkBT is the thermal de Broglie wavelength.

(b) We have F = −kBT lnZ(T, V,N) where Z = ζN/N !. Thus,

F (T, V,N) = −NkBT ln
(
1 + g e−∆/kBT

)
= 3

2
NkBT ln

(
mkBT

2π~2

)
−NkBT ln

(
eV

N

)
.

where we have used Stirling’s rule lnK! = K lnK −K +O(lnK) for K large.

(c) The heat capacity is

CV = T

(
∂S

∂T

)
V,N

= −T ∂2F

∂T 2
=
N∆2

kBT
2

(
1

g−1 + exp(∆/kBT )

)2

+ 3
2
NkB .

This expression is a linear sum of the Schottky-like peak from the electronic de-
grees of freedom and the usual monatomic ideal gas heat capacity.
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